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ABSTRACT�

Academic research in information retrieval did not make its
way into commercial retrieval products until the last 15 years.
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Early web search engines also made little use of information
retrieval research, in part because of significant differences
in the retrieval environment on the Web, such as higher
transaction volume and much shorter queries. Recently,
however, academic research has taken root in search engines.
This paper describes recent developments with a probabilistic
retrieval model originating prior to the Web, but with features
which could lead to effective retrieval on the Web. Just as
graph structure algorithms make use of the graph structure
of hyperlinking on the Web, which can be considered a form
of relevance judgments, the model of this paper suggests
how relevance judgments of web searchers, not just web
authors, can be taken into account in ranking. This paper also
shows how the combination of expert opinion probabilistic
information retrieval model can be made computationally
efficient through a new derivation of the mean and standard
deviation of the model’s main probability distribution.

1. INTRODUCTION

Academic research in information retrieval did not make its
way into commercial retrieval until the last 15 years when
products such as Personal Librarian (Koll, 1981) or, later
the ranked retrieval mode of West-law, WIN (West Publishing
Company, 1993) became available. Early web search engines
also made little use of information retrieval research, in part
because of significant differences in the retrieval environment
on the Web. Two main differences from earlier retrieval para-
digms include higher transaction volume and much shorter
queries. More recently, however, academic research has
taken root in search engines such as Google (Brin et al., 1998).

This paper describes recent developments with a prob-
abilistic retrieval model that originated prior to the Web,
but which has features that may lead to effective retrieval
on the Web. Just as graph structure algorithms make use
of the graph structure of hyperlinking on the Web (see, for
example, Brin et al., 1998, Kleinberg, 1999), which can be con-
sidered a form of relevance judgments, the model of this paper

346 Mateescu et al.

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

5939-7 Chen Ch20 R1 061504



shows how the relevance judgments of web searchers, not just
web authors, can be taken into account in ranking. This paper
also shows how the combination of expert opinion probabili-
stic information retrieval model can be made computationally
efficient through a new derivation of the mean and standard
deviation of the model’s main probability distribution.

2. BACKGROUND

The Bayesian Combination of Expert Opinion (CEO)
approach to probabilistic information retrieval was first
described by Thompson (1986, 1990a,b). The CEO model is a
generalization of the unified probabilistic retrieval model
developed by Robertson et al. (1982), also known as the
RMC model. The unified model, called Model 3 in Robertson
et al. (1982), was an attempt to combine the models of
probabilistic information retrieval developed by Maron and
Kuhns (1960), referred to as Model 1, with the probabilistic
retrieval model developed by Robertson and Sparck Jones
(1976), van Rijsbergen (1979), Croft and Harper (1979), and
others, referred to as Model 2. As it has been the case with
most probabilistic retrieval models, these models were based
on the use of point probabilities, rather than on probability
distributions.

The CEO model, by contrast, provides a probability
distribution for a document’s being judged relevant by a
particular user. Both the mean and standard deviation of
the distributions are needed in the CEO model for the combi-
nation process, as well as the ranking of retrieved documents
by probability of relevance. In early accounts of the model
(Thompson, 1990a,b), it was not shown how the mean and
standard deviation, or variance, of these distributions could
be computationally implemented. This paper shows how the
mean and standard deviation of the CEO model’s distribution
can be computed and how the CEO model can be applied to
Web document retrieval.

The unified probabilistic retrieval model, Model 3, was
developed so that probabilistic evidence of relevance from
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the two earlier probabilistic models, Models 1 and 2, could be
combined in order to produce a more accurate ranking of
documents. As stated in the probability ranking principle
(van Rijsbergen, 1979):

If a reference retrieval system’s response to each request is a
ranking of the documents in the collection in order of decreas-
ing probability of relevance to the user who submitted the
request, where the probabilities are estimated as accurately
as possible on the basis of whatever data have been made
available to the system for this purpose, the overall effective-
ness of the system to its user will be the best that is obtainable
on the basis of those data.

There were several unresolved issues with the RMC
version of Model 3. Robertson (1984) has shown that the term
independence assumptions on which the model is based lead
to inconsistencies. Moreover, the RMC version of Model 3
did not support relevance feedback. The CEO model, which
is based on Model 3, was developed to overcome these diffi-
culties, as well as to provide a general probabilistic retrieval
model that could combine probabilities from multiple prob-
abilistic retrieval models, not only the two models unified by
the RMC model.

In particular, it explored the use of subjective probabil-
ities provided by indexers or searchers (Thompson, 1988).

3. RELATED RESEARCH

The past decade has seen much research on the combination
of results from multiple retrieval algorithms, representations
of text and query, and retrieval systems (Croft, 2000).
The motivation for this research has been provided by several
empirical studies showing that different algorithms, re-
presentations, and systems provide substantially different,
though overlapping, sets of relevant documents (Croft and
Harper, 1979; Katzer et al., 1982; McGill et al., 1979;
Saracevic and Kantor, 1988). This activity has manifested
itself both in academic research and in the commercial
development of various Web metasearch engines (Aslam and
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Montague, 2001; Belkin et al., 1995; Manmatha et al., 2001;
Selberg and Etzioni, 1999; Selberg, 1999).

Combination of models has also been an active area of
research in other fields, including statistics (Hoeting et al.,
1999; Moerland, 1999, 2000), statistical decision theory
(Clemen and Winkler, 1999; Lindley, 1983; Roback and
Givens, 2001), statistical pattern recognition (Jain et al.,
2000; Xu et al., 1992), machine learning (Freund and
Schapire, 1997; Littlestone and Warmuth, 1992; Lewis et al.,
1996; Schapire and Singer, 1998) and neural networks
(Hashem et al., 1994, 1997; Hofmann and Puzhica, 1998;
Hofmann et al., 1999; Jordan and Jacobs, 1994; Jacobs et al.,
1991; Tumer and Ghosh, 1996, 1999).

Many researchers have applied machine learning tech-
niques to automatic text categorization or clustering, see, for
example, Lewis et al. (1996). Mathematical techniques new
to document retrieval, such as singular value decomposition,
or latent semantic indexing, have also been applied
(Deerwester, 1990). More recently, probabilistic variants of
latent semantic indexing have been implemented as well
(Hofmann, 1999, 2001; Papadimitriou et al., 1998).

4. THE COMBINATION OF EXPERT OPINION
MODEL

The CEO model is a version of Model 3 that uses probability
distributions, while the RMC version uses point probabilities.
Furthermore, unlike the RMC model, which is based on point
reconciliation, the CEO model applies Lindley’s approach
(Lindley, 1983) to reconciliation of probability distributions
to probabilistic information retrieval. In this Bayesian model,
a decision maker with an initial, or prior, probability (or dis-
tribution) for some event or parameter y, consults n experts
who provide their probabilities (or distributions) as evidence
with which to update the decision maker’s prior probability
distribution via Bayes’ theorem to obtain a revised, or poster-
ior, probability (or distribution). In the CEO approach,
there are two levels of combination. At the upper level, the
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probabilistic information retrieval system is considered the
decision maker, and Models 1 and 2 the experts. At the lower
level, Models 1 and 2 themselves are derived from CEO. The
indexer, or user, in Model 1, or 2, respectively, is seen as a
multiple expert—an expert with respect to each use or docu-
ment property. Each expert, or decision maker, is estimating
y
�
, the chance of relevance of a document with respect to a

query, i.e., the long-run relative frequency of success in a
Bernoulli sequence of relevance judgments of users for
documents. Each Bernoulli sequence is different, but there is
a common subsequence that underlies each, so that each
expert, or decision maker, can be seen as estimating y

�
,

for the underlying subsequence. The parameter actually
used in the model is y, the log-odds function of y

�
, i.e.,

y¼ log[yy=(1�y
�
)].

In the CEO model, the evidence provided to the deci-
sion maker (or information system) by the models being
combined is the set of mean values and standard deviations
of the distributions provided by the experts consulted by
the decision maker. Let p(mjs, y) denote the decision
maker’s probability distribution for the expert saying that
the mean for the log-odds of the chance of relevance is m,
given that the expert provides the standard deviation s
for the log-odds of the chance of relevance and given the
true value of y. The decision maker’s opinion of the experts’
expertise, i.e., the weighting of the experts’ evidence, is
expressed by assuming that p(mjs,y) is normal with mean
aþ by and standard deviation g s, where a, b and g are
parameters that can be determined either through data
(relevance judgments) or a decision maker’s subjective belief
(g s is the result of modifying s by the factor g, as called for
in Lindley’s model for reconciliation (Lindley et al., 1983),
on which the CEO model is based).

A simplified version of the CEO model was used in
the first and second Text Retrieval Conferences (TREC)
(Thompson, 1993, 1994). In this version, the mean and stan-
dard deviation of the model’s main distribution were calcu-
lated using approximate techniques. More importantly,
relevance feedback was not incorporated in TREC 1. In TREC
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2, a form of relevance feedback was used. The ranked retrie-
val models combined in the TREC 1 system were weighted
by their performance. Unfortunately, due to the many
changes made to the models between TREC 1 and TREC 2,
the models’ performance on TREC 2 was not well predicted
by their Model 1 performance.

5. RELEVANCE FEEDBACK

Relevance feedback, i.e., the incorporation of users’ judg-
ments as to the relevance of retrieved documents to their
information needs, presented a problem with pre-web retrie-
val. Laboratory experiments showed that large gains in
performance, in terms of precision and recall, could be gained
through use of relevance feedback (Ide and Salton, 1971). On
the other hand, it was assumed that it would not be possible
to induce users to provide relevance judgments. Westlaw’s
WIN was introduced without a relevance feedback capability
(West Publishing, Company, 1993). By contrast, Lexis–Nexis’
Freestyle and some web search engines introduced commands
that provided relevance feedback based on a single document,
rather than a set of relevant documents. These are often
called ‘‘more like this’’ commands, where a user selects a
single highly relevant returned document and the system
returns similar documents. In the TREC conferences and
other experimental settings, use has been made of pseudo-
relevance feedback, where the top n documents are assumed
to be relevant and relevance feedback is calculated as though
these n documents had actually been judged relevant (Sakai
et al., 2001). As pointed out by Croft et al. (2001), early work
on relevance feedback was done with collections of abstracts
and results with full text documents have not been as good
as was anticipated.

In addition to this type of more or less traditional
relevance feedback, new forms of relevance feedback have
emerged, including implicit relevance feedback, e.g., systems
such as Direct Hit (DH) (which provides relevance feedback
based on mining a user’s clickstream), recommender systems
(Herlocker, 2001), and rating systems (Dellarocas, 2001).
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Relevance feedback is usually seen as taking place
during a single user’s search, but relevance feedback has also
been considered in more persistent ways, e.g., in dynamic
document spaces (Brauen, 1971). In dynamic document
spaces, a user’s relevance judgments permanently modify
the weights of index terms associated with documents.

6. PROBABILITY DISTRIBUTIONS IN THE
COMBINATION OF EXPERT OPINION

As mentioned above, each probabilistic model, e.g., the
indexer or the user, is making an estimate of y for a common
underlying Bernoulli subsequence of the overall Bernoulli
sequence of viewings of documents by users. Because each
model is making these judgments based on the conditioning
information available to it, that model’s judgment for the
sequence’s distribution is exchangeable, i.e., the distribution
is invariant under finite permutations of its indices (de
Finetti, 1974). A natural distribution to use for a parameter
that ranges from 0 to 1, e.g., the proportion of successes in a
sequence of relevance judgments, in the beta distribution
(Bunn, 1984). It can be very simply updated with each
relevance judgment. Graphically, the beta distribution can
take many shapes, and is thus capable of expressing a wide
range of opinions. The CEO algorithm uses a transformation
of the beta distribution, the distribution of log[x=(1�x)], where
x is a random variable with a beta distribution. It is this dis-
tribution, referred to as the transformed beta distribution,
from which the mean and standard deviation need to be
extracted in order to perform the combination of expert opi-
nion and to probabilistically rank retrieved documents.

7. COMPUTING THE MEAN AND STANDARD
DEVIATION OF THE TRANSFORMED BETA
DISTRIBUTION

Let y be a continuous random variable whose distribution
function is the transformed beta distribution. In this section,

352 Mateescu et al.

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

5939-7 Chen Ch20 R1 061504



we derive expressions for the mean value and standard
deviation of y.

The moment generating function of y is the function c
defined by (see Thompson, 1990b):

c tð Þ ¼ G pþ tð ÞG q� tð Þ
G pð ÞG qð Þ

where p,q > 0, �1 < x < 1 and G(x) is the Gamma function
defined by

G xð Þ ¼
Z 1

0

tx�1e�1dt

7.1. Computation of the Mean Value

The mean value m of the random variable y is derived as
follows

m ¼ dcðtÞ
dt

����
t¼0

¼ d

dt

Gðpþ tÞGðq� tÞ
GðpÞGðqÞ

����
t¼0

¼ d

dt

Gðpþ tÞ
GðpÞ

����
t¼0

Gðq� tÞ
GðqÞ

����
t¼0

þ d

dt

Gðq� tÞ
GðqÞ

����
t¼0

Gðpþ tÞ
GðpÞ

����
t¼0

¼ G0ðpþ tÞ
GðpÞ

����
t¼0

�G0ðq� tÞ
GðqÞ

����
t¼0

ð1Þ

where we have used these facts

dtðpþ tÞ
dt

¼ 1 and
dtðq� tÞ

dt
¼ �1 ð2Þ

Because G0(x� t)jt¼ 0¼G0(x) we get from (1)

m ¼ G0ðpÞ
GðpÞ �

G0ðqÞ
GðqÞ ð3Þ

It can be shown (see Whittaker and Watson, 1990) that

GðxÞ lim
n!1

nxn!

xðxþ 1Þ � � � ðxþ nÞ ð4Þ

and it is easy to show that
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nxn!

xðxþ 1Þ � � � ðxþ nÞ

¼ exðlnn�1�ð1=2Þ�����ð1=nÞÞ 1

x

ex=1

1þ ðx=1Þ
ex=2

1þ ðx=2Þ � � �
ex=n

1þ ðx=nÞ

Therefore, substituting in (4) we get

GðxÞ ¼ e�Cx 1

x

Y1
n¼1

ex=n

1þ ðx=nÞ ð5Þ

where C is the Euler–Macheroni constant defined by the limit

C ¼ lim
x!1

1þ 1

2
þ 1

3
þ � � � þ 1

n
� ln n

� �

and the value of C computed with 10 decimal places is

C ¼ 0:5772156649

Taking the logarithm of (5) and differentiating gives:

G0ðxÞ
GðxÞ ¼ �C� 1

x
þ
X1
i¼1

x

iðxþ iÞ ð6Þ

We are now ready to compute m from (3):

m ¼ �C� 1

p
þ
X1
i¼1

p

iðpþ iÞ � �C� 1

q
þ
X1
i¼1

q

iðqþ iÞ

 !

¼ p� q

pq
þ
X1
i¼1

p

iðpþ iÞ �
X1
i¼1

q

iðqþ iÞ

ð7Þ

7.2. Computation of the Standard Deviation

The standard deviation s2 of y is defined as

s2 ¼ E½y2� � m2

with E[y2] being the second moment of y that is computed
using the formula:
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E½y2�¼d
2cðtÞ
dt2

�����
t¼0

¼d2

dt2
GðpþtÞGðq�tÞ

GðpÞGðqÞ

�����
t¼0

¼G
00ðpþtÞGðq�tÞ�2G0ðpþtÞG0ðq�tÞþGðpþtÞG00ðq�tÞ

GðpÞGðqÞ

����
t¼0

where we have used the facts (2). Thus

E½y2�¼G
00ðpÞ
GðpÞ þ

G00ðqÞ
GðqÞ �2

G0ðpÞ
GðpÞ

G0ðqÞ
GðqÞ

Formally differentiating (6), we get

G00ðxÞ
GðxÞ¼

G0ðxÞ
GðxÞ

� �2

þ 1

x2
þ
X1
i¼1

1

ðxþiÞ2

then, substituting (6) in the above relation, we obtain:

G00ðxÞ
GðxÞ¼ �C�1

x
þ
X1
i¼1

x

iðxþiÞ

 !2

þ 1

x2
þ
X1
i¼1

1

ðxþiÞ2
ð8Þ

The second moment of y is

E½y2�¼ �C�1
p
þ
X1
i¼1

p

iðpþiÞ

 !2
1

p2
þ
X1
i¼1

1

ðpþiÞ2

þ �C�1
q
þ
X1
i¼1

q

iðqþiÞ

 !2
1

q2
þ
X1
i¼1

1

ðqþiÞ2

�2 �C�1
p
þ
X1
i¼1

p

iðpþiÞ

 !
�C�1

q
þ
X1
i¼1

q

iðqþiÞ

 !
ð9Þ

Therefore, the standard deviation and the mean value
can be computed approximately by replacing

P1
i¼1 with

Pn
i¼1

in relations (7) and (9), then taking n large enough to meet a
given convergence criterion.
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8. DISCUSSION

The CEO model provides a probabilistic framework for
combining probabilistic retrieval models. The model can be
used with subjective probabilities provided, either explicitly
or implicitly, by users. It can be used both within the
context of a single search and over time. Search on the
Web is different in various ways from traditional online
document retrieval. Two of the main differences, higher
transaction volume and shorter queries, are differences that
can be taken advantage of by the CEO model. First, high
transaction volumes mean that there are more documents
being seen by users from which relevance judgments
can be collected. Second, because queries are so much
shorter, on average less than three words per query, as
compared to seven words more typical or traditional online
retrieval, it is important to extend the focus of probabilistic
models beyond words in documents and queries. As
mentioned above, algorithms such as HITS (Kleinberg,
1999) or Page Rank (Brin et al., 1998) extend the focus
to hyperlinking. The CEO model shows how this focus could
be further extended to user’s relevance judgments, whether
explicit or implicit. The statistical model of the
reconciliation of probability distributions, on which the
CEO algorithm is based, has seen significant development
in recent years, e.g., (Roback and Givens, 2001). Related
work has been done in machine learning, e.g., on the
weighted majority voting algorithm and on boosting
(Freund and Schapire, 1997; Littlestone and Warmuth,
1992; Lewis et al., 1996; Schapire and Singer, 1998),
mixture models (Cohn and Hofmann, 2001; Hofmann and
Puzhica, 1998; Hofmann, 1999, 2001; Hofmann et al., 1999;
Jacobs et al., 1991; Jordan and Jacobs, 1994; Moerland, 1999,
2000; Manmatha et al., 2001), and Bayesian model averaging
(Hoeting et al., 1999). Text categorization and clustering have
become significant application domains for machine learning
research. Algorithms such as boosting (Schapire and Singer,
1998) and support vector machines (Joachim, 2001)
have achieved good results with text categorization.
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The focus of these new machine learning and related
techniques has been on the document collection, not on
the user and the user’s information need. As noted by
Papadimtriou et al. (1998), ‘‘The approach in this body of work
(probabilistic information retrieval) is to formulate infor-
mation retrieval as a problem of learning the concept of
‘‘relevance’’ that relates documents and queries. The corpus
and its correlations play no central role. In contrast, our focus
is on the probabilistic properties of the corpus.’’ This focus on
the collection ignores the probabilistic evidence provided by
an analysis of the user and the user’s information need.
Relevance is better understood as a relation between the
user’s information need, which is represented by the query,
and the intellectual content of the document, which is repre-
sented by the text of the document (Wilson, 1973) . While the
text of queries and documents may model this latent, deeper
structure, especially in the case of the document, user’s
relevance judgments (Croft et al., 2001) and mixed-initiative
interaction (Haller et al., 1999) provide additional evidence of
the user’s information need. Much research in probabilistic
information retrieval is currently focused on language models
(Callan et al., 2001; Ponte and Croft, 1998; Ponte 1998).
Language models are also mainly applied to collections,
rather than users, though Lafferty and Zhai (2001) provide
two language models, one for the document and one for the
query, and perform retrieval by measuring the similarity of
the two language models.

The CEO model predated much of the research dis-
cussed above in the fields of statistics, neural networks,
and machine learning. Lindley’s (1983) model of reconcilia-
tion of distributions, now called Supra-Bayesian pooling, on
which the CEO model is based, is still one of the leading
theories in the Bayesian approach to combining expert
opinions (Roback and Givens, 2001). The basic framework
of the CEO model appears to be sound, but the model still
needs to be completely implemented and empirically tested.
In the process of doing so it is likely that the model can be
improved through the incorporation of some aspects of the
more recent research discussed above. In particular,
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although there is long-standing precedence in the decision
theory literature (Bunn, 1984) for using the beta distribu-
tion, as discussed above, to model expert opinion, it may be
that techniques from Bayesian model averaging (Hoeting
et al., 1999) could lead to more accurate modeling. With
respect to representation of experts’ opinion, the CEO
model only requires a mean and standard deviation, not a
specific distributional form. More generally, mixture models
now being explored in the context of information retrieval,
e.g., (Cohn and Hofmann, 2001; Hofmann, 1999, 2001;
Manmatha et al., 2001), may inform new developments
with the CEO model.

9. CONCLUSION

The probability ranking principle calls for taking all available
evidence into account when probabilistically ranking docu-
ments in response to a user’s request.

The CEO algorithm provides a formalism for taking
all such evidence into account using Bayesian subjective
decision theory. The theoretical strength of the CEO algo-
rithm, its ability to easily incorporate relevance judgments
and use the judgments to continuously tune its probability
estimates, has also been its practical weakness, The success
of recommender and similar systems in some domains, e.g.,
e-commerce, shows that implicit relevance judgments can be
effective and may lead to settings where algorithms such as
CEO, which rely heavily on relevance judgments, can be effec-
tive. Now that an efficient method of calculating the mean
and standard deviation of the transformed data distribution
has been derived, the implementation of the CEO model will
be facilitated.
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